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## Variants of Genetic Algorithms

- Genetic Algorithms
- Evolution Strategies
- Evolutionary Programming
- Genetic Programming

| Algorithm | Chromosome <br> Representation | Crossover | Mutation |
| :--- | :---: | :---: | :---: |
| Genetic Algorithm (GA) | Array | X | X |
| Genetic Programming (GP) | Tree | X | X |
| Evolution Strategies (ES) | Array | (X) | X |
| Evolutionary Programming (EP) | No constraints | - | X |
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## Evolution Strategies

- Developed: Germany in the 1960s by Rechenberg and Schwefel
- Typically applied to numerical optimisation
- Attributed features:
- Fast
- good optimizer for real-valued optimization
- Referred as real valued GA
- relatively much theory
- Special:
- self-adaptation of (mutation) parameters standard


## Example

A good example is the satellite dish holder boom.

- The design is encoded as a series of angles and spar lengths.
- All alleles are real values
- The resulting structure by GA is $20,000 \%$ (!) better than traditional shapes, but for humans it looks very strange: it exhibits no symmetry,


Fig. 2.4. The initial, regular design of the 3D boom (left) and the final design found by a genetic algorithm (right)
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How to determine the step size? The highlighted step will be modified!

## Notes

- In ES, operators are done in the reverse order.
- Mutation is essential.
- Very difficult to determine the mutation step size $\sigma$ manually.
- In literature, this problem is called mutation strategy parameter control or self-adaption
- In addition, all alleles are assumed to have the same step size.


## Variant $(\mu, \lambda) \mathrm{ES}$

Changes in red
(1) Define $\mu$ : \# parents, $\lambda$ : \# offspring
(2) $\mu<\lambda$
(3) For every generation $k=0,1, \ldots$

- Generate $\lambda$ offsprings using mutation/recombination as follows:
- ...
- Selection: Choose $P \subset \hat{P}:=\left\{x^{\prime}(1), \ldots, x^{\prime}(\lambda)\right\},|P|=\mu$ such that $\min \{f(x): \quad x \in P\}>=\max \{f(x): \quad x \in \hat{P} \backslash P\}$
- Stop if criteria is met
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## Mutate $\sigma$ first

- Net mutation effect: $x=\left\langle x_{1}, \ldots, x_{n}, \sigma\right\rangle \rightarrow x^{\prime}=\left\langle x_{1}^{\prime}, \ldots, x_{n}^{\prime}, \sigma^{\prime}\right\rangle$
- Order is important
- first $\sigma \rightarrow \sigma^{\prime}$
- then $x \rightarrow x^{\prime}=x+\sigma^{\prime} . \mathcal{N}(0,1)$
- Rational is: two factors affect $\left\langle x^{\prime}, \sigma^{\prime}\right\rangle$
- $x^{\prime}$ is good if fitness $f\left(x^{\prime}\right)$
- $\sigma^{\prime}$ is good if the created $x^{\prime}$ is good
- reversing mutation order this would not work
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- $\alpha_{j}^{\prime}=\alpha_{j}+\beta \cdot \mathcal{N}(0,1)$
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- $C^{\prime}$ is the covariance matrix C after mutation.
- Typically $\tau^{\prime} \propto \frac{1}{(2 n)^{0.5}}, \tau \propto \frac{1}{\left(2 n^{0.5}\right)^{0.5}}$, and $\beta=5^{\circ}$.
- And we have a boundary rule: if $\sigma_{i}^{\prime}<\epsilon$ then $\sigma_{i}^{\prime}=\epsilon$


## Mutation case 3: Correlated mutations
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## Recombination

- Creates one child $z=\left\langle z_{1}, \ldots, z_{n}\right\rangle$
- Two parents can be selected randomly then recombine to generate a child
- OR, two parents can be selected randomly then recombine to generate a single gene value.

|  | Two fixed parents | Two parents selected <br> for each gene |
| :--- | :--- | :--- |
| $z_{i}=\left(x_{i}+y_{i}\right) / 2$ | Local average | Global average |
| $z_{i}=\left(\alpha x_{i}+(1-\alpha) y_{i}\right) / 2$ | Local arithmetic | Global arithmetic |
| $z_{i}=$ choose $x_{i}$ or $y_{i}$ randomly | Local discrete | Global discrete |

## Types of arithmetic recombination

- Single Arithmetic Recombination Pick a random gene k. At that position, take the arithmetic average of the two parents.

| 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.5 | 0.9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 0.3 | 0.2 | 0.3 | 0.2 | 0.3 | 0.2 | 0.3 | 0.2 | 0.3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 0.3 | 0.2 | 0.3 | 0.2 | 0.3 | 0.2 | 0.3 | 0.5 | 0.3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

## Types of arithmetic recombination

- Whole Arithmetic Recombination Take the weighted sum of the two parental values for each gene
$0.1|0.2| 0.3|0.4| 0.5|0.6| 0.7|0.8| 0.9$
$0.20 .2|0.3| 0.3|0.4| 0.4|0.50 .5| 0.6$
$0.3|0.2| 0.3|0.2| 0.3|0.2| 0.3|0.2| 0.3$
$0.2|0.2| 0.3|0.3| 0.4|0.4| 0.5|0.5| 0.6$


## Types of arithmetic recombination

- Simple Arithmetic Recombination First pick a recombination point k. Take the weighted sum of the two parental values for each gene starting from k .



$$
\begin{array}{|l|l|l|l|l|l|l|l|l|}
\hline 0.3 & 0.2 & 0.3 & 0.2 & 0.3 & 0.2 & 0.5 & 0.5 & 0.6 \\
\hline
\end{array}
$$
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## Self-adaptation illustrated
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- follow the optimum and
- adjust the mutation step size after every shift !
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## Self-adaptation illustrated cont.



Changes in the average best objective function values (left) and the mutation step sizes (right). The x -axis is the number of generations.
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## Questions $\mathcal{R}$

